
 A voice cloning machine learning model receives a speech and text input and creates a new speech output 
 reading the text input in the voice of the speaker input.  Such a voice cloning procedure used to need 
 nearly an hour of audio to create a realistic cloned voice; however, recent advances in machine learning 
 research using an SV2TTS model has lowered the necessary audio to around 5 seconds. The SV2TTS 
 model is composed of three components consisting of a speaker encoder, a synthesizer, and a vocoder. 
 Since the SV2TTS model is composed of three submodels, it requires a large number of parameters, is 
 computationally expensive, and is slow to both train and runs, preventing its use for low-end systems. 

 Our project is called “Compute Efficient Real-Time Voice Cloning” and aims to both speed up and reduce 
 the computational resources necessary to provide a voice-cloning model that will be uploaded to a 
 low-end system.  To achieve this objective, we divided our project into three separate stages: 

 ●  Implement a modified version of  VITS called YourTTS, a new state-of-the-art voice cloning 
 model to the  “ESPnet”  repository. 

 ●  Implement memory and processing optimizations such as quantization. 
 ●  Upload the final model to a low-end system and create additional peripherals for users to 

 interface with the system. 

 The ESPnet repository is a machine learning toolkit used to speed up the productivity of machine learning 
 engineers. By using a modified YourTTS model in ESPnet, we gain access to an improved training and 
 evaluation environment that is more accessible to a broader audience. The low-end system we use in our 
 system is a Raspberry Pi 4, a versatile microcontroller used in many electronic system applications. The 
 peripherals consist of a miniature button keyboard with an attachable display and a microphone for user 
 inputs, and a speaker for a cloned voice output.  Each of these peripherals was designed and implemented 
 on a PCB. 

 Since the project's inception, our team has learned the basics of deep learning, learned to train and 
 evaluate machine learning models using ESPnet, and learned to quantize and deploy the YourTTS 
 voice-cloning model to a real-world application.  Regarding hardware, we have designed schematics for 
 the system peripherals and have performed extensive tests to analyze the microcontroller's ability to run 
 machine-learning models.  Outside of our technical accomplishments, we were able to outline and follow 
 a timeline for a long-term project while also exhibiting good communication skills amongst ourselves. 

https://github.com/espnet/espnet
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